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Abstract

Two Computational Fluid Dynamics (CFD) models have been developed for slurry bubble columns. The first model is based on the
kinetic theory of granular flow with a measured restitution coefficient in a slurry bubble column. The model was used to predict Air
Products/DOE La Porte reactor’s slurry height, gas hold-up and the rate of methanol production. It showed an unfavorable high solids
concentration at the bottom of the reactor. The second model with a catalyst viscosity as an input has computed the measured flow patterns
and Reynolds stresses in agreement with measurements in a laboratory slurry bubble column.

Here, we have rearranged the heat exchangers in the La Porte unit and constructed a CFD model for a baffled reactor that has a higher
concentration of the catalyst in the upper portion of the reactor. In this arrangement, the conversion to products is higher than in the La
Porte unit, because there is more catalyst in the region of decreased reactant concentration. The baffled arrangement of the heat exchangers
prevents the mixing of the catalyst from the upper stage, allowing continued operation of the reactor with a high concentration in the upper
stage. Thus, an optimum catalyst concentration is maintained during the course of the production of the liquid fuels.

1. Introduction

Slurry bubble column reactors (SBCRs) have recently
become competitive with traditional tubular fixed-bed reac-
tors for converting syn-gas into liquid fuels due to several
advantages, including better temperature control and mass
transfer, lower operating and capital costs. The design of
these reactors require, among other things, precise knowl-
edge of the kinetics, hydrodynamics, and heat as well as
mass transfer characteristics.

A decade ago, Stiegel of PETC[1] published a compre-
hensive review of DOE research in Fischer–Tropsch (F–T)
technology. It described the advantages of the slurry-phase
reactor over the fixed bed reactor, which are excellent heat
and mass transfer and the ability to easily replace the catalyst
due to its fluid-like properties, when properly prepared. Cat-
alysts for Fischer–Tropsch (F–T) processes were reviewed
by Srivastava et al.[2].

Early slurry bubble column reactor (SBCR) models were
reviewed by Ramachandran and Chaudhari[3], Deckwer
[4] and by Fan[5]. They require hold-up correlations as an
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input and do not compute flow patterns. The most complete
of these models applied to the F–T conversion of synthesis
gas in a SBCR is that of Prakash and Bendale[6]. They sized
commercial SBCR for the US Department of Energy. They
gave syn-gas conversion and production as a function of
temperature, pressure and space velocity. Input parameters
with considerable uncertainty that influenced production
rates were the gas hold-up, the mass transfer coefficient and
the dispersion coefficient. Van der Laan et al.[7] extended
such a model to compute product distribution using a prod-
uct selectivity model. Degaleesan et al.[8] measured disper-
sion coefficients needed as an input into such a model. The
problem with this approach is that the dispersion coefficients
are not constant. They are a function of the local hydrody-
namics. Ten years ago, Tarmy and Coulaloglu[9] stated that
there exists no hydrodynamic models in the open literature.

The multiphase CFD approach does not require dispersion
coefficients as an input. Hold-up and flow patterns are com-
puted. Pan et al.[10] is using the CFD approach to compute
gas–liquid flow using Los Alamos CFDLIB code with a vis-
cosity as an input and are working on liquid–solid flow[11],
but have no models or codes for gas–liquid–solid flow. Luo
et al. [12] built a unique high-pressure bubble column and
developed PIV and other techniques useful for multiphase



Nomenclature

CD drag coefficient
dk mean diameter of solid particle
ek restitution coefficient of phasek
fj fugacity of j
g gravity acceleration
g0 radial distribution function of phasek
[I ] unit tensor
Keq reaction equilibrium constant
Kr reaction kinetic coefficient
Mj molecular weight ofj
N total number of species
Pk pressure of phasek
rik rate ofith reaction in phasek
R̃ universal gas constant
Rek Reynolds number based ondk
T thermal temperature
T k shear stress of phasek
u x-component of velocity
U superficial velocity
v y-component of velocity
v velocity vector
y
j
g weight fraction

Greek letters
αj stoichiometric coefficient
β frictional coefficient between phasesk and l
εk volume fraction of phasek
γ collisional energy dissipation
κs conductivity of fluctuating energy
µk viscosity of phasek
θ granular temperature
ρk density of phasek
ξk bulk viscosity

Subscripts
g, l, s gas, liquid, solid, respectively
i ith reaction
k gas, liquid, solid (g, l, s)

Superscript
j species

measurements. Mitra-Majumdar et al.[13] and Bohn[14]
are using thek-epsilon turbulence model in their CFD
approach. This model has too many unknown parameters
when applied to multiphase flow. The kind of model used by
Pan et al.[10] computed the Reynolds stresses in agreement
with measurements done in Fan’s laboratory. In Matonis
et al. [15], we show our capability to compute turbulence
in a slurry bubble column in the churn-turbulent regime
in agreement with our measurements. In Matonis et al.
[15], turbulence and hydrodynamics are computed with the
measured particle viscosity as an input. Wu and Gidaspow

[16] used a kinetic theory model. The catalyst viscosity is
automatically computed. Here, the more advanced model
of Wu and Gidaspow[16] is used to explore novel reactor
designs. The major change in the computation involves the
simulation of the whole reactor. To save computation time,
Wu and Gidaspow[16] simulated half the reactor only, ob-
taining complete symmetry. Later research showed that such
an assumption could sometimes produce inaccurate results.

2. Slurry bubble column experiment

Operation of some slurry bubble column reactors often
[17] involves recirculation of the liquid. To study such sys-
tems, a rectangular bed was constructed from transparent
acrylic (Plexiglas) sheets at IIT[18]. This material was used
to facilitate visual observation and video recording of the
bed performance such as gas bubbling and coalescence, and
the mixing and segregation of solids. The bed height was
213.36 cm and cross-section was 30.48 cm×5.08 cm. A cen-
trifugal pump was connected to the bottom of the bed by a
1.0 in. (2.54 cm) diameter stainless steel pipe. Gas injection
nozzles from an air compressor were connected to the sides
of the bed. Liquid was stored in a 55 gal storage tank and
recycled back to the bed.Fig. 1ashows a schematic diagram
of the experimental set-up.

The liquid and gas distributors were located at the bottom
of the bed. The liquid was distributed by two perforated
Plexiglas plates with many 0.28 cm diameter holes. They
were placed at 35.6 and 50.8 cm above the bottom of the bed,
respectively; 0.25 cm size glass bead particles distributed the
liquid, as shown inFig. 1a. The gas distributor consisted of
six staggered porous tubes of 15.24 cm length and 0.28 cm
diameter. The fine pores of the porous tubes had a mean
diameter of 42�m. The porous tubes were placed at the
bottom of the bed, just below the top perforated plate. Air
and water were used as the gas and liquid, respectively in this
experiment. Ballotini (leaded glass beads) with an average
diameter of 0.8 mm and a density of 2.94 g/cm3 were used
as the solids.Fig. 1bshows a picture of the experiment for
Ug = 3.36 andUl = 2.24 cm/s. Two distinct bubbles are
seen in the middle of the bed, as two bright regions.

The two-fluid model with solids viscosity as an input was
used by Matonis et al.[15] to simulate this system.Fig. 2
shows a comparison of two- and three-dimensional simula-
tions to the experiment. The peaks in velocities correspond
to motion of the two bubbles shown inFig. 1b. The com-
puted turbulent particle kinetic energy (3/2 granular temper-
ature) is shown inFig. 3. The computed turbulent kinetic
energy is nearly constant due to the fact that the particle
concentration is nearly uniform in this system.

3. Hydrodynamic model

A transient, reactive, two-dimensional model for multi-
phase flow was developed[16]. The hydrodynamic model



Fig. 1. (a) Schematic diagram of IIT slurry bubble column. (b) IIT slurry
bubble column with liquid recirculation.

uses the principle of mass conservation and momentum bal-
ance for each phase.

The modeling approach is similar to that of Soo[19]
for multiphase flow and of Jackson[20] for fluidization.
The equations are similar to Bowen’s[21] balance laws for
multi-component mixtures. The principal difference is the

Fig. 2. A comparison of two- and three-dimensional particle velocities to
PIV measurements[15].

appearance of the volume fraction of phase “k” denoted by
εk. The fluid pressure,P, is in the gas (continuous) phase.
For gas–solid fluidized beds, Bouillard and Gidaspow[22]
have shown that this set of equations produces essentially
the same numerical answers for fluidization as did the ear-
lier conditionally stable model, which has the fluid pressure
in both the gas and the solids phases, and is referred to as
model B [23]. In this model, the drag and the stress rela-
tions were altered to satisfy Archimedes’ buoyancy princi-
ple and Darcy’s law, as illustrated by Jayaswal[24]. Note in
the continuous phase momentum equation, no volume frac-
tion is put into the gravity term, while the dispersed phases
momentum balances contain the buoyancy term.

This is a generalization of model B for gas–solid systems
as discussed by Gidaspow[25] in Section 2.4. For the solid
phasePk, consists of the static normal stress and dynamic
stress, called the solids pressure, which arises due to the
collision of the particles, as explained by Gamwo et al.[26].

This model is unconditionally well-posed, i.e. the charac-
teristics are real and distinct for one-dimensional transient
flow. It does not require the presence of solids pressure for
stability and well-posedness. The numerical method is an
extension of Harlow and Amsden’s[27] method, which was

Fig. 3. Comparison of experimental granular temperatures at different bed
heights and granular temperature like average normal Reynolds stresses
(note: splashing on left wall,Fig. 1b, possibly leading to higher granular
temperatures near the left wall).



subsequently used in the K-FIX program[28]. The present
program was developed from Jayaswal’s two-dimensional
MICE program[24]; which originated from the K-FIX pro-
gram. To obtain the numerical solution, the non-uniform
computational mesh is used in finite-differencing the equa-
tions based on the ICE, implicit Eulerian method[24,28]
with appropriate initial and boundary conditions. Stewart
and Wendroff[29] have critically reviewed the ICE algo-
rithm and related staggered mesh conservative schemes.
The scalar variables are located at the cell center and the
vector variables at the cell boundaries. The momentum
equation is solved using a staggered mesh, while the con-
tinuity equation is solved using a donor cell method. For
a highly non-linear non-isothermal reactive flow it may be
necessary to use a different numerical approach[30].

The partial differential equations used to describe the re-
active three-phase flow are the continuity for each phase, the
separate phase momentum equations, the fluctuating energy
equation for particles and finally the species balances for
the gas phase. The variables to be computed are the volume
fractions,εg, εl , εs, the gas phase pressurePg and species
concentrations, and the three phases horizontal,x-direction,
and vertical,y-direction velocity, components,ug, ul , us and
vg, vl , vs. Due to uncertainties of mass transfer coefficients,
mass transfer in the liquid phase was not included. The gra-
dient of pressure is in the continuous phase only. This leads
to an unconditionally well-posed problem, as discussed in
detail by Gidaspow[25] and Lyczkowski et al.[31]. This
hydrodynamic model is based on the kinetic theory and is
shown in the following paragraphs.

Continuity equations for gas, liquid and solids (k = g,
l, s):

∂

∂t
(εkρk) + ∇ · (εkρkvk) = 0 (1)

Conservation of phase-volume fraction:

εg + εl + εs = 1 (2)

The standard multiphase momentum balance is (k = g, l,
s):

∂

∂t
(εkρkvk)

Accumulation

+ ∇ · (εkρkvkvk)
Net rate of momentum outflow

= εkρkF k
External forces

+
∑

m=g,l,s

βkm(vm − vk)

Drag

+ ∇T k
Stresses

(3)

where βkm = βmk are the drag coefficients between the
phases andT k are the stress tensors.

The fluctuating energy (granular temperature) of the solids
phase as derived in Gidaspow’s book[25] is:

3

2


 ∂

∂t
εsρsθ

Accumulation

+ ∇ · (εsρsvsθ)
Net outflow of granular temperature, θ




= T s : ∇vs
Production

+ ∇ · κs∇θ
Diffusion

− γs
Dissipation

(4)

whereκs is the dense-phase granular conductivity for gran-
ular temperature andγ s is the dissipation due to collision.

The gas phase energy balance as derived in Gidaspow’s
book [25] for model B is:

∂

∂t
(εgρgHg)

Accumulation

+ ∇ · (εgρgHgvg)
Net outflow

=
(
∂Pg

∂t
+ Pg∇ · vg

)
Work due to gas pressure

+ ∇ · (kg∇Tg)
Conduction

+
∑
i

rig�Hig

Heat generation due to reaction

+
∑
m=l,s

{hvm(Tm − Tg) + βgm(vm − vg)
2}

Phase change effects

(5)

Liquid and solids phase energy balances (k = l, s) are similar
to the gas phase equation, except for the absence of the small
pressures due to collisions:

∂

∂t
(εkρkHk) + ∇ · (εkρkHkvk)

= hvk(Tg − Tk) +
∑

m=g,l,s

βkm(vm − vk)
2 + ∇ · (kk ∇Tk)

(6)

Gas phase species balance with the assumption of negligible
diffusion in the gas phase:

∂

∂t
(εgρgy

j
g)

Accumulation

+ ∇ · (εgρgy
j
gvg)

Net rate of outflow assuming each species moves with the gas phase velocity

= αjεsρsM
jr

Production due reaction
(7)

Constitutive equations are needed to close the above dif-
ferential equation set. The most important contribution of
the kinetic theory to the hydrodynamic model is the compu-
tation of the particulate viscosity. For the particulate phase,
we use the granular flow theory invented by Savage and
coworkers[32]. The viscosity is that found in the classi-
cal text, Chapman and Cowling, when one sets the ratio of
Boltzmann constant to particle mass to unity and assumes a
value of one for the restitution coefficient[25]. The restitu-
tion coefficient for the Air Products methanol catalyst was
measured[33] to be close to 1. The expression we use for
the viscosity was verified to give the viscosity measured by
classical methods for gas–solid[34,35] and for liquid–solid
[36] fluidization. The constitutive equations are as shown
here.

Gas phase stress tensor—we use the Newtonian form
without any artificial turbulence:

T g = −PgI + 2εgµg{1
2[∇vg + (∇vg)

T]−1
3(∇ · vg)I } (8)



Liquid and solids phases stress tensor:

T k = (−Pk + ξk∇ · vk)I

+ 2µk{1
2[∇vk + (∇vk)

T] − 1
3(∇ · vk)I } (9)

Drag coefficient for gas and dispersed phases (forεg ≥
0.8)—for dilute flow, modified Stokes’ law is used:

βgk = βkg = 3

4
CD

ρgεk|vg − vk|
dk

ε−2.65
g (10)



Cd = 24

Rek
(1 + 0.15Re0.687

k ), Rek < 1000;

Cd = 0.44, Rek ≥ 1000.

(11)

Res = εgρgds|vg − vs|
µg

(12)

Drag coefficient for gas and dispersed phases (forεg <

0.8)—for the dense-phase, the Ergun equation is used:

βgk = βkg = 150
(1 − εg)εkµg

(εgdk)2
+ 1.75

ρgεk|vg − vk|
εgdk

(13)

Drag coefficient for dispersed phases:

βls = βsl = 3

2
(1 + e)

ρsρlεsεs|vl − vs|
ρsd3

s + ρld
3
l

(ds + dl)
2 (14)

External forces acting on each phase:

F g = g

εg
(15)

F k = g

εg


1 − 1

ρk

∑
m=g,l,s

εmρm


 (16)

Gas phase equation of state:

Pg = ρgR̃Tg (17)

Enthalpy:

Hg = Cpg(Tg − T 0
g ) (18)

Hk = Cpk(Tk − T 0
k ) (19)

Constitutive equations for the solids phase—equation of
state for particles:

Ps = εsρsθ [1 + 2(1 + e)g0εs] (20)

Bulk viscosity:

ξs = 4

3
ε2

sρsds(1 + e)g0

√
θ

π
(21)

Solids viscosity:

µs = 2µs,dil

(1 + e)g0

[
1 + 4

5
(1 + e)g0εs

]2

+ 4

5
ε2

sρsds(1 + e)g0

√
θ

π
(22)

where

µs,dil = 5
√
π

96
ρsds

√
θ (23)

Radial distribution function for the solids phase:

g0 =
[

1 −
(

εs

εs,max

)1/3
]−1

(24)

Particles fluctuating energy conductivity:

κs = 2κdil

(1 + e)g0

[
1 + 6

5
(1 + e)g0εs

]2

+ 2ε2
sρsds(1 + e)g0

√
θ

π
(25)

where

κs,dil = 75
√
π

384
ρsds

√
θ (26)

Dissipation of the particles fluctuating energy:

γ = 3(1 − e2)ε2
sρsg0θ

[
4

ds

√
θ

π
− ∇ · vs

]
(27)

wheree = 0.99999[33].
Gas–solid heat transfer: most correlations for solid-fluid

heat transfer coefficients are of a power form of the Reynolds
number. When used in computer codes there is a serious
problem. When the Reynolds number goes to zero, there
is no cooling. This gives absurd results. Hence, one adds
a “2” to take care of the conduction effect. Gunn’s[37]
correlation does not have this defect. Hence, it is used in the
code:

Nuk =
{
(2 + 5ε2

k )(1 + 0.7Re0.2
k Pr1/3)

+
(

2

15
+ 1.2ε2

k

)
Re0.7

k Pr1/3
}

Spk (28)

Nuk = hvkdk

k0
g

, Pr = Cpgµg

k0
g

, Spk = 6εk
dk

(29)

Gas phase heat transfer:

k0
g = 8.65× 105

(
Tg

1400

)1.786

(30)

kg =
(
1 −
√

1 − εg

)
k0

g (31)

Particulate phase heat transfer: we use an empirical equa-
tion employed by Syamlal and Gidaspow[38]. An alter-
nate approach is to use an expression based on the kinetic
theory:

kk

k0
g

=
√
εs

(1 − εg)

{
ϕ
k∗
k

k0
g

+ (1 − ϕ)
k0
k

k0
g

}
(32)



k0
k

k0
g

= 2

Ak

{
Bk{k∗

k /k
0
g − 1}

A2
k(k

∗
k /k

0
g)

ln

(
k∗
k /k

0
g

Bk

)

− Bk − 1

Ak

− Bk + 1

2

}
(33)

where

Ak = 1 −
(

Bk

k∗
k /k

0
g

)
(34)

Bk = 1.25

(
εk

εg

)10/9

(1 + 3χ) (35)

χ =
√√√√(∑ εkρk

) (∑
εkρk/d

2
k

)
(∑

εkρk/dk
)2 − 1, k = l, s (36)

k∗
k = 0.3289, ϕ = 7.26× 10−3 (37)

The only reaction considered in the simulation is the re-
action between carbon monoxide and hydrogen to produce
methanol:

CO+ 2H2 = CH3OH (38)

Several researchers had investigated the kinetic rate for
methanol synthesis. There are two kinds of models, a
power law rate expression model[39] and a mechanistic
model [40]. A power law rate expression, discussed in Air
Products’ report[41] is used here. The model was based on
the rate expression for methanol synthesis[42]:

r = εsρsKrf
1/3
CO f

2/3
H2

(
1 − fMEOH

KeqfCOf
2
H2

)
(39)

Model parameters were determined from experimental re-
search:

Kr = 8.93× 10−3 and Keq = 6.249

P 2
(40)

To solve the set of transient partial differential equations
earlier, we need appropriate initial and boundary conditions
for the velocities of the three phases, the gas pressure,
granular temperature and inlet and initial conditions for the
chemical species. The operating conditions are the same as
those of La Porte’s RUN E-8.1[41], where the slurry is not
recirculated.

The gas volume fraction is set to one where particle-free
gas enters the system. At the solid wall, the gas phase veloc-
ities in the two directions are generally set to zero. Since the
particle diameter (50�m) is smaller than the length scale of
surface roughness of the rigid wall, a no slip boundary con-
dition was assumed. For the granular temperature boundary
conditions, we assume the energy flux at the wall to be zero.
At the outlet, the pressure is the reactor pressure and the
mass flux is assumed to be continuos. Mostofi[33] gives the
detailed conditions (seeFig. 5).

4. La Porte pilot plant simulation

The heat exchangers in the Air Products/DOE La Porte
slurry bubble column reactor were rearranged as shown in
Fig. 4. The CFD code developed by Wu and Gidaspow[16]
was used to simulate the methanol production in a similar
but not identical manner as in Wu and Gidaspow[16]. Fig. 5
shows the simulation details and the initial conditions[33].
At start up, the solids concentration at the bottom of the
reactor was assumed to be high, close to the minimum flu-
idization concentration. When the gas flow was turned on
the initially high solids concentration flowed into the upper
portion of the reactor. The continued flow of the reactant gas
prevented the return of the catalyst into the lower stage. A
CFD video of the simulation shows this phenomena. Unlike
in the paper by Wu and Gidaspow[16], the whole column
was simulated.

Fig. 4. Preferred heat exchanger arrangement in methanol slurry bubble
column reactor.



Fig. 5. Slurry bubble column reactor simulation details and initial conditions.

Fig. 6. Preferred reactor operation with high catalyst concentration in upper portion.



Fig. 7. A comparison of La Porte SBCR to an alternative staged reactor.

Fig. 8. A comparison of computed outlet methanol production of the La Porte reactor to the preferred configuration.



Fig. 6 shows the catalyst and the methanol distribution
in the reactor at a time of 70 s. The concentration of the
catalyst in the upper stage is higher than in the lower stage
due to the fact that the catalyst is not allowed to return to
the lower stage. The methanol concentration is higher in the
upper stage due to the continued production and flow from
the lower stage.

Fig. 7 shows a comparison of the La Porte SBCR to an
alternative stage reactor concept. In the present La Porte
reactor, the basic flow pattern is an upflow at the center and
downflow at the walls. This type of a flow pattern mixes the
product with the reactants at the bottom of the reactor and
causes poorer production of products. In the stage reactor
such mixing does not occur. The main reason however for a
higher methanol production in a staged reactor is due to the
highest catalyst concentration in the upper portion.

Fig. 8 shows the methanol production in the proposed
configuration (Fig. 4) compared to that computed using the
CFD model in the La Porte reactor. The methanol production
reported here is based on that leaving with the gas only.
The time averaged production for the proposed system is
8.7 g mol/h kg of catalyst versus 5.2 for the La Porte reactor.
The methanol production for the staged configuration shown
in Fig. 7 was computed to be 6.8 g mol/kg h.

5. Concluding remarks

Slurry bubble column reactors (SBCRs), such as those
used to produce methanol and other liquids from synthe-
sis gas, normally have a high catalyst concentration at the
bottom of the reactor, when there is no liquid recircula-
tion. Chang and Coulaloglu[43] of EXXON describe the
disadvantages of such a catalyst distribution and suggest
an improvement. Wu and Gidaspow[16] developed a CFD
model for such process and compared the CFD results to
the La Porte pilot plant methanol production runs. The CFD
results show the unfavorable high solids concentration at
the bottom of the reactor.

We have rearranged the heat exchangers in the La Porte
unit and constructed a CFD model for a baffled reactor that
has a higher concentration of the catalyst in the upper portion
of the reactor. In this arrangement, the conversion to products
is higher than in the La Porte unit, because there is more cat-
alyst in the region of decreased reactant concentration. The
baffled arrangement of the heat exchangers prevents the mix-
ing of the catalyst from the upper stage, allowing continued
operation of the reactor with a high concentration in the up-
per stage. Thus, an optimum catalyst concentration is main-
tained during the course of the production of the liquid fuels.
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